	Listening Lesson Plan

	Title: Genius Korean, Jeff Han

	INSTRUCTOR
	LEVEL
	STUDENTS
	LENGTH

	Serin K.
	Advanced
	12
	50 Minutes

	Materials:
[bookmark: _GoBack]Computer, internet, board, marker, pen, paper, scripts for a teacher

	Aims:
Students can improve their listening comprehension.
Students can improve their listening, speaking and proper pronunciation from warm up.
Students can make their relationship through the activity.

	Language Skills:
Listening: radio show, TED Video
Speaking: discussion, group work for a radio show, 
Reading: vocabulary worksheet, 
Writing: radio show scenario, making note from the video

	Language Systems:
Phonology: listening pronunciation from the show, correct pronunciation for the making show
Lexis:	puppeteer, inference, hyper-spectral image, vegetative, chord, magnify, intuitive, blob, simultaneously, interface
Grammar: verb tense
Discourse: discussion, question and answer
Functions: group discussion, whole class activity, individual thinking and questioning

	Assumptions:
Students are quite advanced to listen and understand about new technology.
Students like making their show.
Students know about touch screen technology of a cellular phone or a computer.
Students might be proud of the Korean, Jeff Han and want to know about him. (can be more interested)

	Anticipated Errors and Solutions:
If Students feel hard listening, play one more only for listening without screen.
Please check if they understand properly to discuss about what Jeff Han talks.
Explain well about vocabularies. If they don’t understand well, show the exact sentence from the video.

	References:
www.youtube.com
www.google.com
http://www.youtube.com/results?search_query=radio+news&sm=3
http://torrentz.eu/search?f=ted
http://www.ted.com/talks/jeff_han_demos_his_breakthrough_touchscreen.html

	Notes: SOS Plan
If students take time a lot to make their radio shows, let them make it as homework.
If we need another thing to do, talk about getting wrong information and any mistakes or fun stories because of that.





	Pre Task or Warmer

	Title:
On air
	Aims:
Listening, speaking, pronunciation
	Materials: 
Computer, internet

	Time
	Set Up
	Students
	Teacher 

	
5min



4min





5min
	
Whole class



Group of 4-5





Group of 4-5
	<Instruction>
At first, let them hear without showing. Only listening.
Show a video clip of radio show.
Check them if they understand properly

<Discussion>
Talk about what’s different between the first and the second. 
Talk if they can understand better and which one is better for understanding.

<Activity>
Let them make their own radio show.
	
Explain how the show goes through and the context
If they don’t understand well,

	Notes:



	Task Preparation or Presentation

	Title:
New technology
	Aims:
Vocabulary, Listening, background information for the main activity, speaking 
	Materials: 
Computer, internet, board, marker, vocabulary sheet

	Time
	Set Up
	Students
	Teacher 

	6min





4min
	Individually


Group of 4-5


Whole class
	<Vocabulary>
Study with vocabulary worksheet
Read through and guess the meaning.
Try to make a sentence including 1 vocabulary each member of group.

<Discussion>
Talk about new technology. 
Talk about using fingers as a mouse.
	
Make the situation that can make sentences with vocabularies.
Check if they have correct meaning of them.



Check if they know about touch screen.

	Notes:



	Task Realization or Practice

	Title:
Jeff Han, the Korean
	Aims:
Listening comprehension, speaking
	Materials: 
Computer, internet, board, marker

	Time
	Set Up
	Students
	Teacher 

	2min



10min



3min




5min
	Whole class



Whole class



Whole class




Group of 4-5
	<Instruction>
Please let them note what students hear and all information that they can get from it.

<Watch the video about Jeff Han>
: Unveiling the genius of multi-touch interface design
Let students make their own note for the discussion and information.

<Questions and answers>
What is the technology he made?
What does it affect to things in our life?
How make it differently?

<Discussion>
Talk about what he did and how he could.
Effective things from his development.
Any imagine things for the future
	
Check before play the video if students could understand background information properly.


Please check if everything works properly.
(Computer, internet, sound)


Before the discussion, we should know if they could get all information correctly and understand fully.




Please check everybody is in discussion and if they have any difficulty for that.

	Notes:



	Post Task or Production

	Title:
New technology
	Aims:
Discussion, speaking
	Materials: 
Board, marker

	Time
	Set Up
	Students
	Teacher 

	?? mins
	Whole Class 
Or 
Group of 4-5


	<Discussion>
Will we be convenience a lot more if we have new technology?
Any side effect from that?
What do we need to accept all new things?
	Let them talk well and check everybody is involved.

	Notes:
???


Vocabulary

Puppeteer
Inference
hyper-spectral image
vegetative
chord
magnify
intuitive
blob
simultaneously
interface








Script for a teacher
I'm really, really excited to be here today, because I'm about to show you some stuff that's just ready to come out of the lab, literally, and I'm really glad that you guys are going to be amongst the first to be able to see it in person, because I really, really think this is going to change -- really change -- the way we interact with machines from this point on.
Now, this is a rear-projected drafting table. It's about 36 inches wide and it's equipped with a multi-touch sensor. Now, normal touch sensors that you see, like on a kiosk or interactive whiteboards, can only register one point of contact at a time. This thing allows you to have multiple points at the same time. They can use both my hands; I can use chording actions; I can just go right up and use all 10 fingers if I wanted to. You know, like that.
Now, multi-touch sensing isn't completely new. I mean, people like Bill Buxton have been playing around with it in the '80s. However, the approach I built here is actually high-resolution, low-cost, and probably most importantly, very scalable. So, the technology, you know, isn't the most exciting thing here right now, other than probably its newfound accessibility. What's really interesting here is what you can do with it and the kind of interfaces you can build on top of it. So let's see.
So, for instance, we have a lava lamp application here. Now, you can see, I can use both of my hands to kind of squeeze together and put the blobs together. I can inject heat into the system here, or I can pull it apart with two of my fingers. It's completely intuitive; there's no instruction manual. The interface just kind of disappears. This started out as kind of a screensaver app that one of the Ph.D. students in our lab, Ilya Rosenberg, made. But I think its true identity comes out here.
Now what's great about a multi-touch sensor is that, you know, I could be doing this with as many fingers here, but of course multi-touch also inherently means multi-user. So Chris could be out here interacting with another part of Lava, while I kind of play around with it here. You can imagine a new kind of sculpting tool, where I'm kind of warming something up, making it malleable, and then letting it cool down and solidifying in a certain state. Google should have something like this in their lobby. (Laughter)
I'll show you something -- a little more of a concrete example here, as this thing loads. This is a photographer's light box application. Again, I can use both of my hands to interact and move photos around. But what's even cooler is that if I have two fingers, I can actually grab a photo and then stretch it out like that really easily. I can pan, zoom and rotate it effortlessly. I can do that grossly with both of my hands, or I can do it just with two fingers on each of my hands together. If I grab the canvas, I can kind of do the same thing -- stretch it out. I can do it simultaneously, where I'm holding this down, and gripping on another one, stretching this out like this.
Again, the interface just disappears here. There's no manual. This is exactly what you expect, especially if you haven't interacted with a computer before. Now, when you have initiatives like the $100 laptop, I kind of cringe at the idea that we're going to introduce a whole new generation of people to computing with this standard mouse-and-windows-pointer interface. This is something that I think is really the way we should be interacting with machines from this point on. (Applause) Now, of course, I can bring up a keyboard. And I can bring that around, put that up there. Now, obviously, this is kind of a standard keyboard, but of course I can rescale it to make it work well for my hands. And that's really important, because there's no reason in this day and age that we should be conforming to a physical device. That leads to bad things, like RSI. We have so much technology nowadays that these interfaces should start conforming to us. There's so little applied now to actually improving the way we interact with interfaces from this point on. This keyboard is probably actually the really wrong direction to go. You can imagine, in the future, as we develop this kind of technology, a keyboard that kind of automatically drifts as your hand moves away, and really intelligently anticipates which key you're trying to stroke with your hands. So -- again, isn't this great?
Audience: Where's your lab?
Jeff Han: I'm a research scientist at NYU in New York.
Here's an example of another kind of app. I can make these little fuzz balls. It'll remember the strokes I'm making. Of course I can do it with all my hands. It's pressure-sensitive, you can notice. But what's neat about that is, again, I showed you that two-finger gesture that allows you to zoom in really quickly. Because you don't have to switch to a hand tool or the magnifying glass tool, you can just continuously make things in real multiple scales, all at the same time. I can create big things out here, but I can go back and really quickly go back to where I started, and make even smaller things here.
Now this is going to be really important as we start getting to things like data visualization. For instance, I think we all really enjoyed Hans Rosling's talk, and he really emphasized the fact that I've been thinking about for a long time too: we have all this great data, but for some reason, it's just sitting there. We're not really accessing it. And one of the reasons why I think that is, is because -- we'll be helped by things like graphics and visualization and inference tools, but I also think a big part of it is going to be starting to be able to have better interfaces, to be able to drill down into this kind of data, while still thinking about the big picture here.
Let me show you another app here. This is something called WorldWind. It's done by NASA. It's a kind of -- we've all seen Google Earth; this is an open-source version of that. There are plug-ins to be able to load in different data sets that NASA's collected over the years. But as you can see, I can use the same two-fingered gestures to go down and go in really seamlessly. There's no interface, again. It really allows anybody to kind of go in -- and, it just does what you'd expect, you know? Again, there's just no interface here. The interface just disappears. I can switch to different data views. That's what's neat about this app here. There you go. NASA's really cool. They have these hyper-spectral images that are false-colored so you can -- it's really good for determining vegetative use. Well, let's go back to this.
Now, the great thing about mapping applications -- it's not really 2D, it's kind of 3D. So, again, with a multi-point interface, you can do a gesture like this -- so you can be able to tilt around like that, you know. It's not just simply relegated to a kind of 2D panning and motion. Now, this gesture that we've developed, again, is just putting two fingers down -- it's defining an axis of tilt -- and I can tilt up and down that way. That's something we just came up with on the spot, you know; it's probably not the right thing to do, but there's such interesting things you can do with this kind of interface. It's just so much fun playing around with too. (Laughter)
And so the last thing I want to show you is -- you know, I'm sure we can all think of a lot of entertainment apps that you can do with this thing. I'm a little more interested in the kind of creative applications we can do with this. Now, here's a simple application here -- I can draw out a curve. And when I close it, it becomes a character. But the neat thing about it is I can add control points. And then what I can do is manipulate them with both of my fingers at the same time. And you notice what it does. It's kind of a puppeteering thing, where I can use as many fingers as I have to draw and make --
Now, there's a lot of actual math going on under here for this to control this mesh and do the right thing. I mean, this technique of being able to manipulate a mesh here, with multiple control points, is actually something that's state of the art. It was just released at Siggraph last year, but it's a great example of the kind of research I really love: all this compute power to apply to make things do the right things, intuitive things, to do exactly what you expect.
So, multi-touch interaction research is a very active field right now in HCI. I'm not the only one doing it; there are a lot of other people getting into it. This kind of technology is going to let even more people get into it, and I'm really looking forward to interacting with all you guys over the next few days and seeing how it can apply to your respective fields. Thank you. (Applause)
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